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Additive error model

X = Y + ε

Typical assumptions

Y and ε are independent

error variable ε has a known PDF fε

an i.i.d. sample (X1,X2, . . . ,Xn) on X is available

The goal: to estimate the unknown density fY
Deconvolution: non-parametric methods
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Deconvolution scheme

X = Y + ε

Technique of characteristic functions
φX(t) = φY(t)φε(t)

Rough scheme

estimate φX(t) by an empirical version φ̂X(t)

get estimate of φY(t) as φ̂Y(t) =
φ̂X(t)
φε(t)

regularize φ̂Y(t) before applying inversion and get f̂Y(x)

Deconvolution kernel density estimator
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Model

X = U + σε, U ∼ U [−a, a] , a > 0, σ > 0

fU(x) =
1
2a

I[−a,a](x),

ε symmetric absolutely continuous with CDF F and PDF f

PDF of X (convolution of fU and fσε):

fX(x; a, σ) =
1
2a

(
F
(

x + a
σ

)
− F

(
x− a
σ

))
To estimate:

a (half-length of the uniform support)
σ
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Motivation

Estimating the size of an object from a noisy image
Example, a medical (RTG) image
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Motivation

PDF of X = U + ε, U ∼ U [−1, 1], ε ∼ t3(0, σ)
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ML estimator

Let x = (x1, . . . , xn) be a realization of X = (X1, . . . ,Xn)

log-likelihood function:

l(a; x) = −n log(2a) +
n∑

i=1

log

(
F
(

xi + a
σ

)
− F

(
xi − a
σ

))
ML estimator of a

âML = argmax
a∈(0,∞)

l(a; x)
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Some examples of error

Normal error; ε ∼ N (0, 1) ; fε(x) = 1√
2π

e−x2/2

corresponding ML estimator of a is CAE

classical regularity conditions

sensitive to outliers

Laplace error; ε ∼ L
(

0,
√

2/2
)
; fε(x) =

√
2

2 e−2|x|/
√

2

corresponding ML estimator of a is CAE

nonstandard regularity conditions

more robust
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Asymptotic distribution

So, in both cases

√
n (âML − a0) −→ N

(
0,

1
I(a0)

)
where

I(a) =
−1
a2 +

1
aσ2

∫ ∞
0

(
f
( x+a
σ

)
+ f

( x−a
σ

))2

F
( x+a
σ

)
− F

( x−a
σ

) dx

We can construct confidence intervals and tests
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Confidence intervals

Approximate confidence intervals (CI) derived from
asymptotic distribution of âML:(

âML −
zα/2√

nI(âML)
, âML +

zα/2√
nI(âML)

)

Likelihood ratio (LR) based confidence intervals:

λ(X) =

sup
a0

L (a;X)

sup
(0,∞)

L (a;X)
=

L (a0;X)

L (âML;X)

Under a0 (the true value of a):
−2 log λ(X)

D−→ χ2
1

LR.CI is the set:{
a| l(âML)− l(a) ≤ 0.5χ2

1(1− α)
}
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Testing

For testing H0 : a = a0 against H1 : a 6= a0, critical regions:
AD (Wald) approach

{
x|
√

nI(a0)|âML − a0| ≥ zα/2

}
or{

x|χ2
W := nI(a0) (âML − a0)

2 ≥ χ2
1(1− α)

}
LR approach{

x|χ2
L := −2 log λ(x) ≥ χ2

1(1− α)
}
)

Approximate power

β(a) = 1− F
(
χ2

1(1− α)
)

F(x) is the cdf of non-central χ2 distribution with 1 df and
ncp nI(a0)(a− a0)

2
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General model

X = U + σε, U ∼ U [−a, a] , a > 0, σ > 0

fU(x) =
1
2a

I[−a,a](x),

We have conditions on error PDF for the MLE to be CAE
Examples of errors with which the model is regular

normal error

logistic error

student t error

student t error - more robust model
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The LeArEst R package

LeArEst: Border and Area Estimation of Data Measured
with Additive Error
available on CRAN:
https://cran.r-project.org/package=LeArEst
estimation of the uniform support from the contaminated
data
constructing CI and tests
area estimation of an elliptical object
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