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1. Introduction

The power-law function with a location parameter
f(x;a, b,c) = a(x + b)°, (1)

a, b and c are parameters.
- in various areas of applied research.
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1. Introduction

The power-law function with a location parameter
f(x;a, b,c) = a(x + b)°, (1)

a, b and c are parameters.
- in various areas of applied research.

Given the data (w;, x;, yi), i=1,...,n, n>3,
X1 <X < ...< Xp (2)
yi>0, i=1,...,n, and data weights w; > 0. (3)

The unknown parameters a, b and ¢, by minimizing the weighted sum of

squares
n

F(a,b,c) =Y wi[a(x + b)S - yi]? (4)
i=1
on set D C R3 (parameter space).
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A point (a*, b*, c*) € D such that F(a*, b*,c*) = inf(, » )ep F(a, b, ) is
the best least squares (LS) estimator, if it exists.

For nonlinear LS problems the question on existence is difficult.
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A point (a*, b*, c*) € D such that F(a*, b*,c*) = inf(, » )ep F(a, b, ) is
the best least squares (LS) estimator, if it exists.

For nonlinear LS problems the question on existence is difficult.

E. Demidenko: Criteria for global minimum of sum of squares in nonlinear regression, Comput.
Statist. Data Anal. (2006)
D. Juki¢: A necessary and sufficient criteria for the existence of the least squares estimate for a

3-parametric exponential function, Appl. Math. Comput. (2004)
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2. Preliminaries

Let F be a lower bounded, real-valued continuous function defined on a
noncompact set D in R™.

A point x* € D such that F(x*) = infxcp F(x) is called a global
minimizer of F over D, if it exists.
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2. Preliminaries

Let F be a lower bounded, real-valued continuous function defined on a

noncompact set D in R™.
A point x* € D such that F(x*) = infxcp F(x) is called a global
minimizer of F over D, if it exists.

- extended boundary of the set D:

oD, if D is bounded
0D =
0D U {oo}, if D is unbounded

E. Demidenko: Optimization and Regression, Nauka, Moscow, 1989
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Convention: x, — oo means that || x| — oo.
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Convention: x, — oo means that || x| — oo.

Modified existence level F* [Juki¢ 2020]

Fr .= inf lim F(x 5
{x3SD T (xk). ®)
X —x0 €00 D\D
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Convention: x, — oo means that || x| — oo.

Modified existence level F* [Juki¢ 2020]

Fr .= inf lim F 5
o, lim F(xe), (5)
X —x0 €00 D\D
Remark:
F* .= inf lim F .
(xe}CD Jim FOx)
Xk%xoeaooD\D

{F(xx)} converges in [—o0, 0]

D. Juki¢: A necessary and sufficient criterion for the existence of the global minima of a
continuous lower bounded function on a noncompact set, J. Comput. Appl. Math. (2020)
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- necessary and sufficient criterion for the existence of the global minima
[Jukic2020]:
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- necessary and sufficient criterion for the existence of the global minima
[Jukic2020]:

Theorem

Let F be a lower bounded real-valued continuous function defined on a
noncompact set D in R™. Then:

(a) The global minimizer of F exists if and only if there exists xo € D
such that

F(xo) < F*.
(b) If F(x0) < F* for some xo € D, then the level set
L(F(x0)) ={x € D: F(x) < F(xo0)}

is compact.
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3. The weighted least squares fitting problem for the power-law
regression with a location parameter
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3. The weighted least squares fitting problem for the power-law
regression with a location parameter
the parameter space D

D, :={(a,b,c)eR®:a>0,b> —x;,c >0}
or (6)
D_:={(a,b,c)eR®:a>0,b> —x;,c <0}.
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3. The weighted least squares fitting problem for the power-law
regression with a location parameter
the parameter space D

D, :={(a,b,c)eR®:a>0,b> —x;,c >0}

or (6)
D_:={(a,b,c)eR®:a>0,b> —x;,c <0}.

and F : D — R is the weighted sum of squares given by (4)

n

F(a,b,c) = Z w;[a(x; + b)° _y"]z
i—1
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Notation:
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Notation:

E* oo Sy wilae™ —yi)?, if D=D;

inf i (e —y)2, ifD=D_.
a>|0rj,8<0 iz wilove iy
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Notation:

E* oo Sy wilae™ —yi)?, if D=D;

inf S wiae® —y)2 if D=D._.
oz>I0rj,8<0 Z,:l wi(ae yi)S, i

The next theorem, together with Theorem 1, gives a necessary and
sufficient criterion which guarantee the existence of the least squares
estimate for the power-law regression with an unknown location parameter.
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Theorem

Suppose that the data (w;, x;,y;), i =1,...,n, n > 3, satisfy the
conditions (2) and (3), and let D be one of the sets in (6). Then the
modified existence level F* for the weighted sum of squares (4) reads

mi"{E*7 27:2 Wi()/i - }7n)2}; if y1 < ¥n

Fr =
* . —
E ) if Y1 > Yn,
= 2772 w;yi
where y, 1= &&52——.
Z,‘:z Wi
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Theorem

Suppose that the data (w;, x;,y;), i =1,...,n, n > 3, satisfy the
conditions (2) and (3), and let D be one of the sets in (6). Then the
modified existence level F* for the weighted sum of squares (4) reads

o MBS wily =7 i <

E*7 If.yl >)_/m

= 21‘1—2 w;yi
where = &2
Yn = S wi

D. Juki¢, and T. Marogevi¢: An existence level for the residual sum of squares of the power-law
regression with an unknown location parameter, Mathematica Slovaca (2020), accepted for

publication
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Sketch of the proof:
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Sketch of the proof:

- the case when D = D,
Let {(ak, bk, ck)} C D be any sequence such that

(ak, bk, ck) — (ao, bo, c0) € OscD\D

and
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Sketch of the proof:

- the case when D = D,
Let {(ak, bk, ck)} C D be any sequence such that

(ak, bk, ck) — (ao, bo, c0) € OscD\D

and

F(ak, bk, cx) = Z[f(x,-; ak, bk, ck) — y,-]2 converges in [0, o).
i=1
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Denote

= k"j;o f(xi; ak, bk, ck) = kIme ak (b + x;) %, i=1,...,n,
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Denote

= k"j;o f(xi; ak, bk, ck) = kIme ak (b + x;) %, i=1,...,n,

and note that, because of monotonicity of f,

0 o £0 0
0<fy <fy <---<fy <oo.
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Denote

= k"j;o f(xi; ak, bk, ck) = kIme ak (b + x;) %, i=1,...,n,

and note that, because of monotonicity of f,

0 o £0 0
0<fy <fy <---<fy <oo.

Then only one of the following three cases can occur:
(a) 9 = o0,

(b) f2=0, or

(c) 0 < £2 < 0.
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(a) Case £ = co. In this case,

lim F(ak, bk, Ck) = 0OQ. (7)
k—00
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(a) Case £ = co. In this case,

lim F(ak, bk, Ck) = 0OQ. (7)
k—00

(b) Case £2 = 0. In this case, we have

k—o00

lim F(ag, b, o) = Y wiy?. (8)
i=1
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(a) Case £ = co. In this case,

lim F(ak, bk, Ck) = 0OQ. (7)
k—00

(b) Case £2 = 0. In this case, we have

k—o00

lim F(ag, b, o) = Y wiy?. (8)
i=1

(c) Case 0 < £ < oo. If f0; =0, then fo =0foralli=1,...,n—1,
and therefore

n—1
- > 2.
kll_)moo F(ak, bk, ck) > ,z_; wiy; (9)
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So, suppose further that 0 ; > 0, and consider the following two
subcases:

(cl) by € [-x1,00), and
(c2) by = oc.
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So, suppose further that 0 ; > 0, and consider the following two
subcases:

(cl) by € [-x1,00), and
(c2) by = oc.

(c1) Subcase by € [—x1,00).

lim F(ak, bk, ck) > Z7:2 Wi()’i_)_/n)z, if vi <y
ky Pk, Ck =

(10)
koo Srawilyi —¥)% ifyi> s
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(c2) Subcase by = oco.
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(c2) Subcase by = oco.

n

lim F(ay, b > inf (el —y)2 = E*. 11
Jm Flaeboad > nf D wilae™ =) (1)

i=
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(c2) Subcase by = oco.

n

lim F(ay, b > inf (el —y)2 = E*. 11
Jm Flaeboad > nf D wilae™ =) (1)

1=

From (7)-(11) we obtain:

min {OO, Z?:l nyl'zv 27;11 W"yizﬂ 27:2 Wi()/i - }7n)27 E*}7 if 1 S }_/n

F* =
. —1 _ . _
min {00727:1 WiY,gaZ/r']:l Wi)/,-2a27=1 Wi(yify)27E*}v if Y1 > Yn-
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Remark on an existence level

The modified existence level [Juki¢ 2020]
F*:= inf lim F(x)

{xk}CD
X —x0 €0 D\D
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Remark on an existence level

The modified existence level [Juki¢ 2020]
F*:= inf lim F(x)

{xk}CD
X —x0 €0 D\D

This modified existence level is similar, but still differs from to
Demidenko’s existence level [Demidenko1989, Demidenko2006]
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Remark on an existence level

The modified existence level [Juki¢ 2020]
F*:= inf lim F(x)

{xk}CD
X —x0 €0 D\D

This modified existence level is similar, but still differs from to
Demidenko’s existence level [Demidenko1989, Demidenko2006]

F= inf lim F(xy).
{xk}<D k ( )
X —=x0€c0 D

Since 0xD\D C 05D, we have
F < F*.
It is possible that F < F*.
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Remark on an existence level

The modified existence level [Juki¢ 2020]
F*:= inf lim F(x)

{xk}CD
X —x0 €0 D\D

This modified existence level is similar, but still differs from to
Demidenko’s existence level [Demidenko1989, Demidenko2006]

F= inf lim F(xy).
{xk}<D k ( )
X —=x0€c0 D

Since 0xD\D C 05D, we have
F < F~.
It is possible that F < F*.
D. Juki¢, A necessary and sufficient criterion for the existence of the global minima of a
continuous lower bounded function on a noncompact set, J. Comput. Appl. Math. (2020)

E. Demidenko, Optimization and Regression (in Russian), Nauka, Moscow 1989 E. Demidenko,

Criteria for global minimum of sum of squares in nonlinear regression, Comput. Statist. Data

a I_(Ann-N
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The modified existence level F* has two advantages over Demidenko's
existence level F:
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The modified existence level F* has two advantages over Demidenko's
existence level F:

1) it is much easier to determine F* than it is to determine F. This is so
because the modified existence level is the infimum over a smaller set.
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existence level F:

1) it is much easier to determine F* than it is to determine F. This is so
because the modified existence level is the infimum over a smaller set.

2) since F* > F, it is much easier to find a suitable starting point for
modified existence level than it is for Demidenko's.
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The modified existence level F* has two advantages over Demidenko's
existence level F:

1) it is much easier to determine F* than it is to determine F. This is so
because the modified existence level is the infimum over a smaller set.

2) since F* > F, it is much easier to find a suitable starting point for
modified existence level than it is for Demidenko's.

For an exponential regression in some cases, the modified existence level
F* coincides with Demidenko’s existence level F.
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