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Abstract

In recent years, several interpolation-based model reduction techniques have been developed
to produce high quality reduced order models that minimize (locally) the approximation
error, measured in the H2-norm [1, 2, 3, 4]. These methods are numerically efficient even for
large-scale models and have been extended to different system classes, such as differential-
algebraic equations [5], bilinear systems [6, 7] as well as irrational (and even data-driven)
models [8], testifying to their validity.

In order to obtain an optimal set of reduction parameters (shifts, tangential directions), H2-
optimal methods require the repeated reduction of the full order model to evaluate gradients
and Hessians [2, 4] or Newton steps [1]. Therefore, the cost involved in optimizing the
reduction parameters is weighted with the full cost of one reduction at every step.

In this contribution, we present a reduction framework that allows the separation of opti-
mization and reduction cost [9]. We prove that the reduced order models obtained through
this strategy are indeed H2-optimal and show that the cost of H2-reduction can be signif-
icantly reduced. The proposed procedure is not a single reduction algorithm but rather
a general framework that can be applied to several H2-optimal reduction algorithms and
different model classes, as the ones mentioned above.

References

[1] Serkan Gugercin, A. C. Antoulas, and C. A. Beattie. “H2 model reduction for large-scale
linear dynamical systems”. In: SIAM Journal on Matrix Analysis and Applications (2008),
pp. 609–638.

[2] C. A. Beattie and Serkan Gugercin. “A trust region method for optimal H2 model reduc-
tion”. In: IEEE Conference on Decision and Control. 2009.

[3] Paul Van Dooren, K. A. Gallivan, and P.-A. Absil. “H2-optimal model reduction of MIMO
systems”. In: Applied Mathematics Letters (2008), pp. 1267–1273.

[4] Heiko K. F. Panzer et al. “A greedy rational Krylov method for H2-pseudooptimal model
order reduction with preservation of stability”. In: American Control Conference. 2013,
pp. 5532–5537.

[5] Serkan Gugercin, Tatjana Stykel, and Sarah Wyatt. “Model reduction of descriptor systems
by interpolatory projection methods”. In: SIAM J. Sci. Comput. (2013), B1010–B1033.

*Corresponding author: Tel: +49 89 289 15654, email: a.castagnotto@tum.de

1



How to split optimization and reduction cost in H2-optimal model order reduction 2

[6] Peter Benner and Tobias Breiten. “Interpolation-Based H2-Model Reduction of Bilinear
Control Systems”. In: SIAM Journal on Matrix Analysis and Applications (2012), pp. 859–
885.

[7] Garret Flagg and Serkan Gugercin. “Multipoint Volterra series interpolation and H2 op-
timal model reduction of bilinear systems”. In: SIAM Journal on Matrix Analysis and
Applications (2015), pp. 549–579.

[8] C. A. Beattie and Serkan Gugercin. “Realization-independent H2-approximation”. In: 51st
IEEE Conference on Decision and Control. IEEE. 2012, pp. 4953–4958.

[9] A. Castagnotto, H. K. F. Panzer, and Lohmann B. “Fast H2-Optimal Model Order Re-
duction Exploiting the Local Nature of Krylov-Subspace Methods”. In: European Control
Conference 2016. Aalborg, Denmark, 2016, pp. 1958–1963.


